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Dirt Flux Windows (for NuMI)

Davis Analysis Tools Meeting April 11, 2014

• Top Left: Flux windows for generating NuMI 
events in the TPC.!

• Bottom Left: MicroBooNE geometry 
volWorld.!

• Bottom Right: Flux windows for generating 
NuMI events in volWorld!

• Zarko is working on BNB dirt Events
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Generating NuMI (dirt) Events
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• uboone_code/uboone/EventGenerator/GENIE/genie_microboone_numi_simple.fcl was 
added in feature/yale_dirt to accomodate the flux files for NuMI TPC events and dirt (world) events!

• genie_microboone_numi_simple.fcl establishes a connection to the location of the GENIE simple 
flux files located here: /uboone/data/numi_gsimple_fluxes_02.27.2014 

• Six directories exist there, and six producers exist in genie_microboone_numi_simple.fcl. 
• Six additional FHICL files which point to the producers in genie_microboone_numi_simple.fcl 

• There are 2 for each window!
• One for TPC events, and the other for dirt events!

• These FHICL files run through GENIE and LArG4
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Preliminary Look into Events
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• I have generated 100k events for each window using dirt windows!
• Brief module is used to look at GENIE and LArG4 information!
• So far, looking for neutrino vertex volume to not contain the string “TPC” 

and with a particle in the event handle to have a step in a voluming 
containing the string TPC.!

!
!
!
!
!
!
!
• Zarko and I are both working out normalization right now

for each event

for each particle in the event
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Preliminary Look into Events
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• We’ve found that there is not very much geometry below MicroBooNE — with the detector sitting 
above the NuMI beam-line, this is possibly a problem.!

• In the interest of validation, we compare the number of events with vertex in TPC scaled to the 
same POT as runs with only TPC events. Not ready to give event rate estimates because of this.
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Fraction of events with at least some particle stepping in Detector:!
• Bottom window: ~5.1% (5102/100k)!
• Length window: ~1.9% (1853/100k)!
• Normal window: ~8.7% (8687/100k)!
Fraction of numu events with a “rock muon” stepping in the TPC:!
• Bottom window: ~0.13% (97/77k)!
• Length window: 0% (0/77k)!
• Normal window: ~1.4% (1077/76.5k)
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Summary
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• Method to run dirt events is established!
• We’ve generated a sample have some MC and 

started to look through it!
• Normalization for BNB and NuMI being worked on
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Backup 
(Normalization Issues with Detector Events)

Davis Analysis Tools Meeting April 11, 2014



combinedCC
Entries  167987
Mean    1.357
RMS    0.9416
Underflow       0
Overflow    920.9
Integral  1.798e+05

Energy (GeV)
0 1 2 3 4 5 6

 P
O

T
20

10×
Ev

en
ts

/5
0 

M
eV

/6

0

1

2

3

4

5

6

7

310×

combinedCC
Entries  167987
Mean    1.357
RMS    0.9416
Underflow       0
Overflow    920.9
Integral  1.798e+05

combinedCC
Entries  168365
Mean     1.34
RMS    0.9274
Underflow       0
Overflow    549.9
Integral  1.245e+05

Energy (GeV)
0 1 2 3 4 5 6

 P
O

T
20

10×
Ev

en
ts

/5
0 

M
eV

/6

0

1

2

3

4

5

310×

combinedCC
Entries  168365
Mean     1.34
RMS    0.9274
Underflow       0
Overflow    549.9
Integral  1.245e+05

volTPCActive,!
numu, 124.5k!

events

volTPC, numu,!
179.8k events

 (GeV)iE
0 1 2 3 4 5 6

 P
O

T/
61

.4
 t

20
 1

0
×

Ev
en

ts
/5

0 
M

eV
/6

 

0

0.2

0.4

0.6

0.8

1

1.2

1.4
310×

 
µiCC 

+ from KµiCC 
L
0 from KµiCC 
+/ from µiCC 

µiNC 

33.7k events

For each of these histograms, I start with 
3 histograms (1 for each window) and 
normalize to POT. I then add the window 
histograms together to get a final 
histogram. for the flux*xsec histogram I 
normalize to 61.4 tons (no volume 
normalization for the LArSoft runs)

LArSoft (GENIE) LArSoft (GENIE)

(gsimple flux)*(GENIE xsec)
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(gsimple flux)*(GENIE xsec)

LArSoft (GENIE) LArSoft (GENIE)

1685 events

same thing as previous slide
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